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(57) ABSTRACT

A method and system for reporting performance and control-
ling mobility between multiple different radio access tech-
nologies are disclosed. According to one aspect, a controller
in a network collects performance data concerning at least a
first network operating according to a first radio access tech-
nology, RAT, and a second network operating according to a
second RAT, the first RAT being different from the second
RAT. The controller includes a performance monitoring col-
lector, PMC, configured to collect performance data from at
least a node of the first RAT and from at least a node of the
second RAT. The collected performance monitoring data is
analyzed to trigger selection of at least one serving radio cell
for a user equipment, UE, connection based on the analysis.
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1
REPORTING PERFORMANCE AND
CONTROLLING MOBILITY BETWEEN
DIFFERENT RADIO ACCESS
TECHNOLOGIES

TECHNICAL FIELD

The present invention relates to wireless communications
and, in particular, to methods and systems for reporting per-
formance and controlling mobility in a wireless communica-
tion network.

BACKGROUND

Most user equipment (UE) handsets support two different
radio access technologies. One such radio access technology
is wide local area network (WLAN). Another such radio
access technology is cellular radio technology defined by the
third generation partnership project (3GPP), and in particular,
universal terrestrial radio access network (UTRAN) or
evolved-UTRAN (E-UTRAN). Some UEs can route Internet
protocol (IP) traffic over a single radio access interface at a
time, while other UEs can route IP traffic over two different
radio access interfaces at a time. In both cases, a network
operator desires to control which radio access technology is
selected and which traffic is routed over one radio access
technology as opposed to another.

Many operators have adopted a simple offloading strategy.
The basic principle of this strategy is that, whenever a WLAN
access point is available and visible to a UE, some or all of the
traffic is routed to the WL AN, thereby offloading the 3GPP
radio access network. This is known as WLAN offload and
provides rudimentary traffic load balancing among different
access networks.

WLAN offload has many benefits, but also has many chal-
lenges. Desirably, a single subscriber should only have to
login once to access both networks. Also, there should be
seamless mobility between access networks. Another prob-
lem to be solved is the optimization of the user experience
regardless of the access network and the effective usage of the
radio and backhaul resources. WLAN access points can be
highly utilized and/or deployed with lower backhaul capacity
to enable cost efficient network deployments. In some cases,
the end user experiences degrade if the UE routes all or some
of its IP traffic over the WLAN.

Eachradio access technology has its own protocol, policies
and procedures which may be referred to as radio admission
control (RAC). Radio admission control is responsible for
radio bearer traffic admission control and traffic scheduling.
In long term evolution (LTE) networks, the radio resources
are managed by distributed radio access nodes such as eNo-
deBs (eNBs). In wideband code division multiple access
(WCDMA) networks, the radio resources are managed by
distributed radio access nodes such as nodeBs (NBs) and
radio network controllers (RNCs). In WLAN networks, the
radio resources are managed by distributed radio access
nodes like the access points (APs) and access controllers
(ACs). The backhaul resources are managed by another set of
protocols, policies and procedures often referred to as Ether-
net and IP traffic management. The backhaul resources are
managed by nodes such as routers and switches and can be
remotely monitored by radio access node sites such as the
NodeBs, APs and ACs.

An access network and selection function (ANDSF) speci-
fied by 3GPP is used to manage inter-systems mobility policy
(ISMP), inter-system routing policy (ISRP) and access net-
work discovery information (ANDI). The ANDSF is located
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in the operator’s IP network and supports the open mobile
alliance device management (OMA-DM) protocol. The
ANDSF may initiate the provision of information from the
ANDSF to the UE in a push mode of operation. The UE may
also initiate the provision of all available information from
the ANDSF in a pull mode of operation. The ISMP, ISRP and
ANDI can also be statically preconfigured by the operator on
the UE. The ISMP, ISRP and ANDI may be provided to the
UE by the ANDSF via an S14 interface and may take prece-
dence over the policies and information preconfigured on the
UE.

The ISMP is a set of operator-defined rules and preferences
that affect the inter-system mobility decisions taken by the
UE when it can route traffic over a single radio interface. A
purpose of the ISMP is to select the preferable access tech-
nology that should be used by the UE to access all destina-
tions. The granularity of access system connectivity is per
packet data network (PDN) connection basis. This implies
that when a handover occurs, all of the IP flows belonging to
the same/single PDN connection are moved from the source
access system to the target access system.

The ISRP is a set of operator-defined rules and preferences
that affect the inter-system routing decisions taken by the UE
when it can route traffic simultaneously over multiple radio
interfaces. A purpose of the ISRP is to select the preferable
access technology that should be used by the UE to access a
specific access point name (APN) or a specific IP flow. The
granularity of access system connectivity is per IP flow or per
APN basis. This implies that when a handover occurs, some
IP flows of the PDN connection are routed via one access
system while simultaneously, some IP flows of the same PDN
connection are routed via another access system. The other
possibility is that some PDN connections are routed via one
access system while simultaneously some PDN connections
are routed via another access system.

The ANDI provides further information for the UE to
access the radio access network defined in the ISMP or in the
ISRP. Upon UE request, the ANDSF may provide a list of
access networks available in the vicinity of the UE.

A problem with the ISMP, ISRP and ANDI policies is that
they provide a preferential list of access technologies that a
UE should use in a given location and/or at a given time of day
and such list of preferences is static or semi-static. In today’s
network, where certain radio access networks are always busy
or when resource consumption highly fluctuates, planning a
successful time of day to offload UEs or certain IP flows while
achieving optimal subscriber performance delivery and opti-
mal use of the available cell and backhaul transport resources
is a very difficult task and may not even be possible.

Itis possible to introduce a bandwidth broker server within
each radio access network. The broker is responsible for
collecting and correlating the load status on the cells across
radio access networks and to accept/deny each subscriber
connection request when a cell or transport path across the
transport network is congested. This method has limitations.
It requires additional servers to deploy and manage in each
radio access network; potentially one set of servers per radio
access technology (WLAN, E-UTRAN, UTRAN and Global
System Mobile Edge Radio Access Network (GERAN)). It
also requires continuous transfer of cell and path performance
information to a centralized server. Fundamental changes to
the signaling architecture would be required when a band-
width broker is introduced. Introduction of the bandwidth
broker would require a new bandwidth broker client or radio
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network server. This adds significant delay during admission
control and handover decisions.

SUMMARY

Methods and systems for managing allocation of resources
in a radio access network are disclosed. According to one
aspect, the invention provides a first controller that includes a
first performance monitoring collector (PMC), a performance
data analyzer and an inter-RAT admission and mobility func-
tion. The first PMC is configured to collect first performance
data related to at least one radio cell of the first radio access
network operating according to a first radio access technol-
ogy, RAT. The first PMC is also configured to collect second
performance data related to at least one radio cell from a
second PMC of a second controller of a second radio access
network operating according to a second RAT. The at least
one radio cell of the second access network is one of neigh-
boring and partially geographically overlapping the at least
oneradio cell of the first radio network. The performance data
analyzer is configured to analyze the first and second perfor-
mance data collected by the first PMC. The inter-RAT admis-
sion and mobility function is configured to trigger the selec-
tion of atleast one serving radio cell for a user equipment, UE,
connection based on the analysis of the first and second per-
formance data. The at least one serving radio cell includes one
or more cells from the at least one radio cell of the first radio
network and the at least one radio cell of the second radio
network.

According to this aspect, in some embodiments, the inter-
RAT admission and mobility function is further configured to
assign the UE to the selected at least one serving radio cell. In
some embodiments, the selection of the at least one serving
radio cell is based on a policy of maintaining communication
by the UE using the first RAT unless one of a cell of the first
RAT in which the UE operates and a backhaul network is
operating under a load that exceeds a threshold. In some
embodiments, the data analyzer is further configured to deter-
mine an allocation of one of flows and bearers of the UE to at
least one of the first RAT and the second RAT based on an
analysis of the first and second performance data. In some
embodiments, the selection of the at least one serving radio
cell is based on a policy that is communicated to the UE using
a 3GPP Access Network and Selection Function, ANDSF,
located within one of the first controller and a separate node.
In some embodiments, the first and second performance data
includes performance data of backhaul resources of at least
one of the first RAT and the second RAT. In some embodi-
ments, the performance data includes at least one of accessi-
bility, retain ability and utilization characteristics of serving
cells and target cells of at least the first RAT and the second
RAT. In some embodiments, the performance data includes
average throughput performance of each user equipment
using one of the first RAT and the second RAT. In some
embodiments, the first controller is located in one of a mobile
management entity, MME, access controller, and a radio net-
work controller, RNC, of the first RAT. In other embodiments
the first controller is located in an access controller, AC, of the
first RAT. In some embodiments, the first RAT is 3 GPP
technology and the second RAT is Wi-Fi technology. In some
embodiments, the first PMC periodically issues a request for
retrieving performance data from one of another PMC and a
PMC aggregator of at least one node of one of the first RAT
and the second RAT. In some embodiments, a method to
retrieve performance data is a 3GPP radio access network,
RAN, information management, RIM, protocol. In some
embodiments, the first PMC samples performance data peri-
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odically. The periodicity of sampling may be less than a
periodicity of analysis of the performance data by the perfor-
mance analyzer. In some embodiments transmission of sec-
ond performance data to the first PMC is triggered by an event
detected by the second controller of the second radio access
network. In some embodiments, the triggering event is one of
improvement and degradation of performance of one of the at
least one radio cell of the first radio network and the at least
one radio cell of the second radio network.

According to another aspect, the invention provides a
method of monitoring resources of a plurality of different
radio access technologies, RATs. The method includes, in a
controller of a first radio access network: collecting at a first
performance monitoring collector, PMC, of the controller,
first performance data relating to a first radio cell operating
according to a first RAT of'the plurality of RATs. The method
further includes receiving at the first PMC second perfor-
mance data from one of'a second PMC and a PMC aggregator.
The second performance data relates to a second radio cell
operating according to a second RAT ofthe plurality of RATs.
The method further includes analyzing the first and second
performance data to trigger selection of at least one serving
radio cell for auser equipment connection based on the analy-
sis of the first and second performance data. The at least one
serving radio cell includes one or more cells from the at least
one radio cell of the first radio network and the at least one
radio cell of the second radio network.

According to this aspect, in some embodiments the method
further includes assigning the UE to the selected at least one
serving radio cell. In some embodiments collecting the per-
formance data reports from one of the second PMC in the
PMC aggregator includes sending a request from the first
PMC to one of the second PMC and PMC aggregator. In some
embodiments, the first PMC is located in one of a mobile
management entity, MME, an access controller, and a radio
network controller, RNC, of the first RAT.

According to another aspect, the invention provides a sys-
tem for managing resources in a wireless communication
system having a plurality of radio access technologies, RATs.
The system includes a first controller that includes a first
performance monitoring collector, PMC, located at a first
node of a first RAT. The first controller is configured to collect
first performance data related to a first radio cell operating
according to the first RAT. The first controller is further con-
figured to receive and collect second performance data from
a second PMC located at a second node of a second RAT. The
second performance data relates to a second radio cell oper-
ating according to the second RAT, where the second RAT is
different from the first RAT. The second PMC is located at the
second node of the second RAT and is configured to collect
the second performance data from the second radio cell and
transmit the second collected performance data to the first
PMC. A first analyzer is configured to analyze the first and
second performance data to determine a serving radio cell to
serve a first user equipment, UE. The system also includes a
first inter-RAT admission and mobility function configured to
trigger selection of at least one first serving radio cell for the
first user equipment connection based on the analysis of the
first and second performance data. The at least one first serv-
ing radio cell includes one or more cells from the at least one
radio cell of the first radio network and the at least one radio
cell of the second radio network.

According to this aspect, in some embodiments, the system
further includes a second controller that includes the second
PMC located at the second node of the second RAT. The
second controller is configured to collect the second perfor-
mance data relating to the second radio cell operating accord-
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ing to the second RAT. The second controller is further con-
figured to receive and collect the first performance data from
the first PMC located at the first node of the first RAT, where
the first performance data relates to the first radio cell oper-
ating according to the first RAT. The second controller
includes a second analyzer configured to analyze the first and
second performance data to determine a serving radio cell to
serve a second user equipment. A second inter-RAT admis-
sion and mobility function is configured to trigger selection of
at least one second serving radio cell for the second user
equipment connection based on the analysis of the first and
second performance data by the second analyzer. The at least
one second serving radio cell includes one or more cells from
the at least one radio cell of the first radio network and the at
least one radio cell of the second radio network.

According to this aspect, in some embodiments, the first
inter-RAT admission and mobility function is further config-
ured to assign the first UE to the selected at least one first
serving radio cell. In some embodiments, the first RAT is
3GPP technology and the first node is one of an evolved node
B, eNB, and a mobility management entity, MME. In these
embodiments, the second RAT may be Wi-Fi technology and
the second node may be one of an access controller and an
access point. In some embodiments, the first RAT is Wi-Fi
technology and the first node is one of an access controller
and an access point. In these embodiments, the second RAT
may be 3GPP technology and the second node may be one of
an evolved node B, eNB, and a mobile management entity,
MME. In some embodiments the first node is a radio network
controller, RNC, and the second node is an access controller.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a block diagram of a communication network that
performs performance monitoring of multiple radio access
technologies constructed in accordance with principles of the
present invention;

FIG. 2 is a block diagram of a communication network that
performs performance monitoring of multiple radio access
technologies, showing an example radio access technology
information management, RIM, association table and con-
structed in accordance with principles of the present inven-
tion;

FIG. 3 is an illustration of steps performed to configure and
initialize an S99 interface and a RIM association;

FIG. 4 is a block diagram of a communication network that
performs performance monitoring of multiple radio access
technologies using PMC aggregators and constructed in
accordance with principles of the present invention;

FIG. 5 is a block diagram of a controller for performance
monitoring collection constructed in accordance with prin-
ciples of the present invention; and

FIG. 6 is a flowchart of an exemplary process for perfor-
mance monitoring of multiple RATs in a wireless communi-
cation network.

DETAILED DESCRIPTION

Before describing in detail exemplary embodiments that
are in accordance with the present invention, it is noted that
the embodiments reside primarily in combinations of appa-
ratus components and processing steps related to reporting
performance and controlling mobility between multiple dif-
ferent radio access technologies. Accordingly, the system and
method components have been represented where appropri-
ate by conventional symbols in the drawings, showing only
those specific details that are pertinent to understanding the
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6

embodiments of the present invention so as not to obscure the
disclosure with details that will be readily apparent to those of
ordinary skill in the art having the benefit of the description
herein.

As used herein, relational terms, such as “first” and “sec-
ond,” “top” and “bottom,” and the like, may be used solely to
distinguish one entity or element from another entity or ele-
ment without necessarily requiring or implying any physical
or logical relationship or order between such entities or ele-
ments.

Embodiments described herein provide for transfer of per-
formance indicators to one or more locations across an inter-
face between different radio access technologies. In this writ-
ten description, the radio access technologies primarily
discussed are 3GPP and WLAN. However, the invention is
not limited to these two radio access technologies. The per-
formance indicators may include cell capacity, cell user
accessibility and cell user retainability performance. The per-
formance indicators may also include available transport
capacity and quality, as well as individual UE performance.
Embodiments also provide methods and systems that control
UE access, handover and redirection between the radio access
technologies based on the collected performance indicators.

Embodiments described herein provide performance
monitoring, performance reporting between radio access
technologies and performance-based admission control and
mobility policy. Referring now to the drawing figures in
which like reference designators denote like elements, there
is shown in FIG. 1 a communication network 10 that includes
three exemplary different radio access technologies. A first
radio access technology is UTRAN having a radio network
controller (RNC) 12. A second radio access technology is a
Wi-Fi network having an access controller (AC) 14 A third
radio access technology is EUTRAN having a mobile man-
agement entity (MME) 16. The third radio access technology
may also include a serving gateway (SGW) 18. The RNC 12
is linked by a Tub interface to a nodeB 20 belonging to the first
radio access technology. The AC 14 is linked by a CAPWAP
interface to an access point (AP) 22 belonging to the second
radio access technology. The MME 16 is linked by an
S1-MME interface to an eNB 24 belonging to the third radio
access technology. The SGW 18 is also linked to eNB 24 by
an S1-U interface. The RNC 12 is in communication with the
AC 14 via a first S99 interface 26. The AC 14 is in commu-
nication with the MME 16 via a second S99 interface 28.

A performance monitoring function may be embedded in
any one or more of the radio access nodes 12, 14, 16 and 18
and/or the base stations 20 and 24 and/or the access point 22.
A performance monitoring function can be one of two enti-
ties: a performance monitoring producer (PMP) and a perfor-
mance monitoring collector (PMC). The PMP monitors and
reports the PM data to the PMC. The PMP and the PMC can
be located at one or more nodes. For example, in the embodi-
ment of FIG. 1, PMPs 30a, 305, and 30c are located at the
RNC 12, the access point 22 and the eNB 24, respectively.
The PMPs are referred to collectively herein as PMPs 30. The
PMCs 32 a, 325 and 32 ¢ are located at the RNC 12, the AC
14 and the eNB 24, respectively. The PMCs are referred to
collectively herein as PMCs 32. In other embodiments, the
PMPs 30 and the PMCs 32 can be located in other nodes.

A PMP 30 functions to independently and transparently
monitor and report accessibility, retainability and utilization
characteristics of its serving cells, monitoring the end-to-end
backhaul transport resources and estimating the average UE
performance at various time intervals during the day. The
performance metrics or indicators measured by the PMP 30
can be determined using passive monitoring techniques, such
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as monitoring the number of received packets, lost packets
and transmitted packets. Active monitoring protocols may
also be employed, such as injecting test packets using the
two-way active measurement protocol, TWAMP.

A PMC 32 functions to collect performance data for its
serving cells, collecting performance data received from cells
on neighbor nodes, and/or collecting performance data from
cells from any nodes that are of interest in its geographic area.
A radio access node that includes a PMP can also include a
PMC. A PMC 32 may be embedded in a radio access node
capable to control the UE access to the radio access node’s
respective network of serving cells. Nodes managing UE
policies like the ANDSF can also act as a PMC.

Thus, in the example of FIG. 1, the RNC 12 has both a PMP
30a and a PMC 32a. The PMP 30a of RNC 12 monitors
performance metrics of the nodeB 20 and the UEs 34 con-
nected to the nodeB 20. The PMC 32a collects performance
data at least from the PMP 304, and possibly the PMPs of
other nodes. Similarly, eNB 24 also includes a PMP 30c¢ and
a PMC 32¢. The PMP 30c¢ monitors performance metrics of
the eNB 24 and the UEs 34 connected to the eNB 24. The
PMC 32c¢ collects performance data at least from the PMP
30c. The PMP 305 monitors performance metrics of AP 22
and the UEs 34 connected to the AP 22. Finally, the PMC 325
collects performance data from any or all of the other nodes
shown in FIG. 1. It is contemplated that the PMPs and the
PMCs can be distributed among the nodes in other ways and
is not limited to the arrangement shown in FIG. 1.

The performance data collected by the PMCs for each cell
can be included in a cell performance report. A cell perfor-
mance report may be divided into data for a node, data for a
cell, data for a UE, and backhaul performance data. Each cell
performance report may be uniquely identified by a cell iden-
tifier. For example, the node data in a cell performance report
may include measurements of node processor utilization and
node availability. The cell data in a cell performance report
may include, but is not limited to, cell downlink scheduling
activity, cell uplink scheduling activity, available capacity,
control channel utilization, number of active UEs, accessibil-
ity success rate, and abnormal release rate. The UE datain a
cell performance report may include, but is not limited to,
average downlink latency, average uplink latency, average
downlink throughput, average uplink throughput, average
uplink loss rate, and average downlink loss rate. The backhaul
data in a cell performance report may include, but is not
limited to, transmit one-way packet delay, receive one-way
packet delay, transmit packet loss ratio, received packet loss
ratio, receive available bandwidth capacity, and transmit
available bandwidth capacity. A PMC may also store neigh-
boring or overlapping cell performance reports. Such perfor-
mance reports may be used locally by a radio access node for
subscriber access control. Note that cell performance reports
are not exchanged with the UE. This information may be
considered sensitive and therefore may be protected from
unauthorized use.

As shown in FIG. 1, embodiments include a point-to-point
logical interface between a pair of nodes of different radio
access technologies. This logical interface, such as S99 26
and the S99 28, is used to exchange cell performance reports
between radio access nodes supporting the performance
monitoring function or supporting the relay of the perfor-
mance monitoring function. An S99 interface may run over an
1Pv4 or IPv6 network and can be secured if needed.

A protocol running over the S99 interface may use a
request-reply procedure using the source and destination cell
or node identifiers of the radio access networks involved in
the exchange of cell performance data. A PMC-capable node
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can request a single report for a specific cell or can request a
single report for multiple cells. Further, the PMC-capable
node can also request event-driven performance reporting for
a specific cell. Events that may trigger the transmission of
multiple cell performance reports may include instances
when the cell performance improves, degrades or crosses a
specific threshold. For example, the AC 14 may request the
eNB 24 to send a report each time the eNB 24 backhaul
available capacity changes from one reporting level to
another, where the levels may be evenly distributed on a linear
scale, or when the cell load enters or exits an overload state.
As another example, the PMP 30c¢ on the eNB 24 may trigger
an alarm or notification when the capacity of the cell exceeds
a threshold. This trigger or alarm may be forwarded to the
PMC 32c¢ of the eNB 24 or to the PMC 325 of the AC 14.

A maximum frequency of local cell performance reports
and a frequency of the neighbor cell performance reports may
be configured, allowing the operator to find the appropriate
balance between accuracy and signaling load. For example,
the frequency of the request/reporting for neighbor cells can
be configured in the range of 10 to 300 seconds, while the
sampling interval for the local cell performance reports can be
shorter, for example, between 1 and 10 seconds. A minimum
timer between reports may also be implemented to avoid
flooding the network with too many messages.

In some embodiments, the existing 3GPP RAN Informa-
tion Management (RIM) protocol may be used for the S99
interface. The current RIM protocol provides the generic
procedures to communicate self-optimized network (SON)
transfer request and response messages between two 3GPP
radio access nodes over the core networks between peer
application entities. The peer application entities may be
located in a GERAN, a UTRAN, or a E-UTRAN. For
instance, SON transfer RIM applications provide the transfer
of SON performance information such as cell capacity load-
ing within the same 3GPP radio access technologies or
between different 3GPP radio access technologies. SON
transfer RIM protocol may operate over the S1-MME inter-
face. The basic SON transfer request container and SON
transfer response container messages are already defined in
the S1 AP specification. However, the transfer of RAN per-
formance information has not been defined heretofore
between 3GPP and WLAN networks.

Embodiments described herein define WL AN radio access
nodes as SON transfer RIM entities. In one example, only the
WLAN AC acts as SON transfer RIM entity. In another
example, both the AC and the AP act as SON transfer RIM
entities. Extensions to the control and provisioning of wire-
less access points (CAPWAP) protocol may be implemented
to carry the SON transfer request container and the SON
transfer response container messages when the WLAN AP is
acting as an SON transfer RIM entity. The SON transfer RIM
application messages are extended to include other perfor-
mance indicators, such as cell user accessibility and retain-
ability, the available transport capacity and quality, and the
average UE performance.

Two specific SON transfer RIM entities are defined. The
first is an SON transfer RIM endpoint (STRE). The second is
an SON transfer RIM relay (STRR). In FIG. 1, an exemplary
STRE 36a is located in the RNC 12. An exemplary STRE 365
is also located in the AC 14, and an exemplary STRE 36c¢ is
located in the eNB 24. An exemplary STRR 38 is located in
the MME 16. Thus, the MME 16 acts as a relay entity, trans-
ferring performance data from the eNB 24 to the AC 14. The
MME 16 does not need to include PMP/PMC functions since
the eNB 24 is best positioned to monitor the utilization of its
serving cells, monitor the end-to-end backhaul resources and
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estimate the average UE performance. The locations of the
STREs and STRRs may vary from embodiment to embodi-
ment and is not limited to the arrangement shown in FIG. 1.

An STRE may reside on a radio access node arranged to
initiate and/or respond to SON transfer RIM information
requests. An STRR may reside on a PMC-capable radio
access node able to relay and route RIM information requests
and responses between STRE entities. The STRR uses a
destination cell or node identifier included in each RIM mes-
sage to forward the request or response to the appropriate
STRE. While it may do so, an STRR usually does not support
the PMC function.

And STRE maintains a database of RIM associations. FIG.
2 shows an example RIM association table 40 configured on
the WLAN AC 14. Each RIM association unambiguously
defines a logical link between a local radio access node and a
radio cell in a neighbor radio access node. For example, the
RIM association table 40 includes a list of the reporting cell
IDs 42, the specific radio access technology 44 associated
with each cell ID, the SON transfer application identities for
each RAT (46), an RIM routing address 48 for each cell ID,
and an S99 IP address 50 for each cell ID.

Multiple RIM associations can be transferred over the
same S99 interface. A radio access node requesting the cell
performance report is known as the controlling base station
subsystem (BSS) and the radio access node providing the cell
performance report is known as the serving BSS. The serving
BSS is also known as the reporting cell. The RIM associations
can be manually configured or automatically created using an
automatic neighbor relation (ANR) mechanism. In some
embodiments, an access node may be prevented from setting
up a RIM association to another access node by setting the
RIM association administrative state to locked. This will pre-
vent the access node from requesting cell performance
reports for a specific neighbor cell.

FIG. 3 shows exemplary steps to configure and initialize an
S99 interface and an RIM association onthe AC 14 toward the
MME 16. In step S1, the PMPs 305 and 30¢ begin monitoring
and producing cell performance reports. In step S2, the PMCs
32band 32¢ begin collecting cell performance reports. In step
S3, the S99 interface is configured and the STREs 365 and
36¢, and the STRR 38, are activated. In step S4, RIM asso-
ciations to reporting cell E-UTRAN CGI Y are configured
and unlocked. In step S5, a radio access network information
request for one or more cell performance reports is transmit-
ted between the AC 14 and the MME 16. In step S6, the MME
16 provides direct information transfer to the eNB 24. In step
S7, the STRE 36¢ and PMC 32¢ are updated by informing
these entities that the AC 14 is interested in event driven
reports for E-UTRAN CGIY. In step S8, the eNB 24 provides
direct information transfer to the MME 16. In step S9, RAN
information in one or more cell performance reports is trans-
ferred from the MME 16 to the AC 14. In step S10, a database
of the PMC 325 is updated with the cell performance report
data acquired in step S9.

A number of RIM associations can be reduced by using
multi-cell load reporting associations as defined in 3GPP. The
number of RIM associations, the size of the PMC database
and the RIM traffic volume can further be reduced by intro-
ducing one or more serving PMC aggregators. A PMC aggre-
gator is defined as a radio access node acting as a cell report
repository able to respond to SON transfer requests on behalf
of other radio access nodes. For example, instead of config-
uring RIM associations from the AC to a destination RIM
address equal to the eNB ID, the MME may be defined as a
PMC aggregator and the destination RIM address may be set
equal to the MME ID. In this architecture, an example of
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which is shown in FIG. 4, one or a few RIM associations are
established from the AC 54 to the MME 56 over an S99
interface 70, and one RIM association is established from the
MME to each eNB 62, 64 and 66. With this method, the AC 54
can have a single RIM association for all neighbor E-UTRAN
cells. Furthermore, a WLAN network with multiple ACs does
not require a fully meshed RIM association with all of the
RNCs and MMEs. As shown in FIG. 4, the RIM-based S99
interface 68 can also be deployed between two ACs. One AC
54 can act as a PMC aggregator for a given area and the other
AC 52 can request cell performance reports from the AC 54.
Each AC 52 and 54 can also collect performance monitoring
data from its respective AP 58 and 60.

Embodiments described herein enable the operator to opti-
mize the user experience and network resource usage and to
manage the WLAN and 3GPP access network as a unified
system connected to a single evolved packet core (EPC).

A number of principles may be specified that are applicable
to UE access policies when deploying the ANDSF element.
These principles are summarized here and are generally
applicable for all cases, even when the ANDSF element is not
present or not supported by the UE:

An access control policy is a set of one or more rules

The rules prioritize the access network when the UE is not
capable to connect to the evolved packet core, EPC,
through multiple radio accesses or indicate how to dis-
tribute traffic among available radio accesses when the
UE is capable to connect to the EPC through multiple
accesses

At any point in time there shall be at most one rule applied;
that rule is referred to as the active rule; there may be
Zero or one active rule.

Each rule has a set of validity conditions or criteria. For
instance, a rule may only be valid if the UE is currently
connected to a specific access technology based on a
location and/or time-of-day.

Each rule also has a number of results. For instance, if the
rule is valid, then the UE should prefer a specific access
technology for all flows or should restrict a specific
access technology for a given flow.

Rules are also organized in a hierarchy from the highest
priority to the lowest priority. Each rule is assigned a
priority and the priority is represented as a numerical
value. The UE should treat the rule with the lowest
priority value as the rule having the highest priority
among the valid rules, where the rule with priority 1 has
the highest priority

Some rules can be generic and may be applicable for all
cases regardless of the radio access network loading or per-
formance. In general, it is best for the UE to redirect or select
the radio access technology with the best radio conditions.
Other examples of possible generic policies are highlighted
below:

A policy requesting the UE to remain connected to the
serving 3GPP access technology when it is considered
active and currently transmitting/receiving user data
unless the 3GPP serving cell and/or backhaul is over-
loaded.

A policy requesting the UE to prefer 3GPP radio access
technology when activating a specific IP flow or media
stream, e.g. voice.

However, there are exceptions to the rules when dealing
with congested networks, in which cases the network or the
UE must re-evaluate the current rules and possibly invalidate
the current active rules or overwrite them with new rules that
are designed to account for the serving and neighbor cell
performance at any given time or location.
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New rules can be applied when the UE is idle and not
actively transmitting or receiving data. Alternatively, new
rules can be applied when the UE is active. However, chang-
ing access technology during data transmission and reception
may negatively impact the user experience. Thus, handover
from one radio access technology to another when the UE is
active should only occur under overload conditions or when
the network is determined that a subscriber must be pre-
empted.

When the ANSDF is available and supported by the UE,
several different scenarios are contemplated. In one scenario,
the UE initiates a secure device management (DM) session,
also known as an S14 session, to reevaluate ANDSF policies
each time the UE accesses a new radio access technology.
There may be more than one way for the UE to discover the
ANDSF. For example, the ANDSF can be a static configura-
tion on the UE or a dynamic configuration learned by domain
name server (DNS) query or dynamic host configuration pro-
tocol (DHCP) query. The ANDSF function analyzes the cell
performance reports in the local PMC database and updates
the priority of one or more rules associated with the UE ISMP
and/or ISRP policies. This is known as the pull performance
optimization mechanism. The UE should immediately apply
the new active rule when applicable. After the UE is recon-
figured, the UE may decide to remain connected to the
WLAN, switch back to 3GPP or route certain flows on the
WLAN and/or 3GPP.

In another scenario, the ANDSF initiates a secure DM
session when the ANDSF is made aware that a UE has suc-
cessfully accessed the new access technology and an update
of'the UE ISMP/ISRP policy is required. The ANDSF server
analyzes the cell performance reports. If an update to the rule
priority is needed, the ANDSF initiates a session by sending
anunsolicited message, known as the DM Notification, to the
UE. The DM Notification wakes up the UE and causes the UE
to initiate a session with the requesting ANDSF-capable AC.
This is known as the push performance optimization mecha-
nism through the target system. The UE should immediately
apply the new active rule. After the UE is configured, the UE
may decide to remain connected to WLAN, switch back to
3GPP or route certain flows on WLAN and/or 3GPP.

In a third scenario, the ANDSF initiates a secure DM
session when the ANDSF is made aware that a UE has
detected a possible new access technology and an update of
the UE ISMP/ISRP policy is required. The ANDSF server
analyzes the cell performance reports. If an update to the rule
priority is needed, the ANDSF initiates a session by sending
anunsolicited message, known as the DM Notification, to the
UE. The DM Notification wakes up the UE and causes the UE
to initiate a session with the requesting ANDSF-capable serv-
ing cell. This is known as the push performance optimization
mechanism through the serving system. The UE should
immediately apply the new active rule. After the UE is con-
figured, the UE may decide to remain connected to WLAN,
switch back to 3GPP or route certain flows on WLAN and/or
3GPP.

The scenarios detailed above using the ANDSF allows the
network to update the ISMP or ISRP policies based on the UE
location, time of day and real-time performance of the access
networks in its vicinity. The UE may also request access
network discovery information. In such case, the ANDSF
responds with a list of available access networks based on
their respective loading conditions. Note that the second and
third scenarios discussed above may be preferred because
they reduce the signaling load between the UE and the net-
work.
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One option for the ANDSF to know about the radio access
network performance and available capacity is for the
ANDSF to act as a SON Transfer RIM Endpoint (STRE) and
to request SON Transfer RIM information from specific
STRE-capable access nodes like the WLAN AC 14. In this
configuration, the ANDSF may request a multi-cell perfor-
mance report through an S2a interface and a packet gateway
may relay the request and response between the ANDSF and
AC. Alternatively, the exchange can be done via a direct
logical interface between an STRE-capable access node and
the ANDSF.

Another option is to distribute the ANSDF function across
multiple network elements possibly including the AC 14,
RNC 12, MME 16 or eNodeB 24. Distributing the ANDSF
function helps to distribute the workload and create a redun-
dant system, and also avoids a need to transfer and centralize
cell performance reports at a central ANSDF function.

Another set of scenarios is contemplated when the ANDSF
is not available or is not supported by the UE. In one scenario,
the UE decides to switchto WLAN coverage. During an [IEEE
802.11 association process, the UE includes the serving cell
identifier or a neighbor/overlapping cell list. The AC 14 ana-
lyzes the cell performance reports in its PMC database 325
and determines if the association request can proceed and
move to 802.11x authentication. Ifthe WLAN cell is working
under normal conditions, the UE is usually authorized to
access the WLAN network.

In another scenario, the UE decides to switch to WLAN
coverage. During 802.11x (EAP) authentication, the AC 14
retrieves a set of 3GPP neighbor/overlaid cell identifiers
(based on the AP 22 identifier for instance) from the sub-
scriber profile stored in a home subscriber server/authentica-
tion, authorization and accounting (HSS/AAA) unit. The AC
14 analyzes the cell performance reports in its PMC database
32b and determines if the UE is granted access or not. If the
WLAN cell is working under normal conditions, the UE is
usually authorized to access the WLAN network. In this
scenario, the UE does not provide the serving cell identifier or
a neighbor cell list.

In yet another scenario, the redirection to WLAN is con-
trolled by the 3GPP network and is triggered by the UE radio
measurement reports transmitted to the 3GPP serving cell.
During the radio measurement process, the UE considers any
neighboring/overlapping cells detected on the associated fre-
quency and on a set of frequencies (WLAN) which has a
physical cell identity (SSID) matching the value in a config-
urable list. The serving 3GPP cell detects if the UE is in a poor
LTE coverage area. If so, the 3GPP serving cell releases the
UE with redirection information to the WLAN. If not, the
3GPP serving cell analyzes the cell performance reports and
determines if the UE should be redirected to the WLAN. If
redirection is not needed, the 3GPP serving cell requests the
UE to stay connected to the serving cells 3GPP radio network
for the moment.

FIG. 5 is a block diagram of an exemplary controller 72 for
managing allocation of resources in a first radio access net-
work. The controller 72 collects first performance data related
to at least one radio cell of a first radio access network oper-
ating according to a first radio access technology and collects
second performance data related to atleast one radio cell from
a second PMC of the second controller of a second radio
access network operating according to a second RAT. Trans-
mission of second performance data from the second PMC to
the first PMC may be triggered by an event detected by a
second controller of the second radio access network. The
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triggering event may be one of improvement and degradation
of performance of a radio cell whose performance is being
monitored.

The controller 72 may be located, for example, in one of a
mobile management entity MME 16, a radio network con-
troller RNC 12 and an access controller AC 14. The controller
72 includes a processor 74 and a memory 76. The processor
74 includes a performance data analyzer 78, an Inter-RAT
admission and mobility function 79, a performance monitor-
ing collector 80, and an optional PMC aggregator 86. The
memory 76 stores performance data records 82 and SON
Transfer RIM association table 83.

The performance monitoring collector 80 is configured to
collect performance data from at least a node of'the first radio
access technology and from at least a node of the second radio
access technology. The performance monitoring collector 80
may further be configured to collect performance data of
backhaul resources of at least the first RAT and the second
RAT. The performance data collected by the performance
monitoring collector 80 may include average throughput per-
formance of each user equipment using one of the first RAT
and the second RAT. The performance monitoring collector
may periodically issue a request for retrieving performance
data. A method to exchange performance data may include
RIM protocol.

The data analyzer 78 analyzes the performance data col-
lected by the performance monitoring collector 80. The inter-
RAT admission and mobility function 79 determines an allo-
cation of resources of at least one of the first radio access
technology and the second radio access technology to a user
equipment based on the analysis of the performance data. The
determination of an allocation of resources may be based on
apolicy implemented by the Inter-RAT admission and mobil-
ity function 79, which may be an ANDSF, located within the
controller 72 or within a separate node. In particular, the
inter-RAT admission and mobility function may trigger the
selection of at least one serving radio cell for a user equipment
connection based on the analysis of the data analyzer 78 and
may assign the UE to the selected at least one serving radio
cell. Selection of the at least one serving radio cell may be
based on a policy of maintaining communication by the UE
using a first RAT unless one of a cell of the first RAT in which
the UE operates and a backhaul network is operating under a
load that exceeds a threshold. The inter-RAT admission and
mobility function 79 may further be configured to determine
an allocation of flows of the UE to at least one of the first RAT
and the second RAT based on an analysis of the performance
data.

The PMC aggregator 86 is configured to accumulate per-
formance data from at least one of a user equipment, a cell
served by the first node and a backhaul network, and respond
to requests on behalf of another PMC. The PMC aggregator
86 samples performance data periodically. A periodicity of
sampling by the PMC aggregator 86 may be less than a
periodicity of analysis of the performance data by the perfor-
mance monitoring collector 80 for the local network.

FIG. 6 is a flowchart of an exemplary process for perfor-
mance monitoring of multiple RATs in a wireless communi-
cation network. In a controller of a first radio access network,
a first performance monitoring collector, PMC, collects first
performance data relating to a first radio cell operating
according to a first RAT (block S100). The first PMC receives
second performance data from one of a second PMC and
PMC aggregator, where the second performance data relates
to a second radio cell operating according to a second RAT
(block S102). The first and second performance data are
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analyzed to trigger selection of at least one serving radio cell
for a UE connection based on the analysis (block S104).

Some embodiments produce one or more of the following
advantages. In some embodiments, 3GPP and WL AN radio
and backhaul performance information may be shared and
optimized without significant changes to their respective
architecture and deployment models. Some embodiments
provide a scalable distributed solution where the burden of
performance monitoring, reporting and collecting are distrib-
uted over a large number of access nodes. In some embodi-
ments there is no need to signal a request for available capac-
ity each time a UE connects to an access network, thus
significantly reducing the load on the network. Some embodi-
ments transparently measure the performance of the cell and
backhaul network from any radio access node without the
need to deploy a new protocol within the backhaul transport
network. In some embodiments, coordination between the
radio access node and the backhaul transport nodes is not
needed. Embodiments described herein may require very
little change to the user plane or control plane signaling,
protocol or architecture. Further, there may be no need to
deploy or manage any additional equipment such as a band-
width broker or locator. Also, embodiments described herein
produce no significant delay during admission control or
handover since the decision is made locally by the radio
access node based on its current set of performance data. The
volume of SON transfer RIM messages may be controlled
using one or more of event-driven multiple reporting, multi-
cell reporting, a smaller number of loading levels, PMC
aggregators, and user-configurable frequency and minimum
timing between cell performance reports. Also note that per-
formance indicators are secure and are not shared with the
UE. Further, there is no need for new IP interfaces on the eNB
and nodeB, which minimizes operational complexity and cost
of management.

The present invention can be realized in hardware, or a
combination of hardware and software. Any kind of comput-
ing system, or other apparatus adapted for carrying out the
methods described herein, is suited to perform the functions
described herein. A typical combination of hardware and
software could be a specialized computer system, having one
or more processing elements and a computer program stored
on a storage medium that, when loaded and executed, controls
the computer system such that it carries out the methods
described herein. The present invention can also be embedded
in a computer program product, which comprises all the
features enabling the implementation of the methods
described herein, and which, when loaded in a computing
system is able to carry out these methods. Storage medium
refers to any volatile or non-volatile storage device.

Computer program or application in the present context
means any expression, in any language, code or notation, of a
set of instructions intended to cause a system having an infor-
mation processing capability to perform a particular function
either directly or after either or both of the following a)
conversion to another language, code or notation; b) repro-
duction in a different material form.

It will be appreciated by persons skilled in the art that the
present invention is not limited to what has been particularly
shown and described herein above. In addition, unless men-
tion was made above to the contrary, it should be noted that all
of the accompanying drawings are not to scale. A variety of
modifications and variations are possible in light of the above
teachings without departing from the scope and spirit of the
invention, which is limited only by the following claims.
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What is claimed is:

1. A first controller managing allocation of resources in a
first radio access network, the first controller comprising:

a first performance monitoring collector, PMC, configured

to:

collect first performance data related to at least one radio
cell of the first radio access network operating accord-
ing to a first radio access technology, RAT, and

collect second performance data related to at least one
radio cell from a second PMC of a second controller
of'a second radio access network operating according
to a second RAT, the at least one radio cell of the
second access network one of neighboring and par-
tially geographically overlapping the at least one
radio cell of the first radio network; and

a performance data analyzer configured to:

analyze the first and second performance data collected
by the PMC; and

an inter-RAT admission and mobility function configured

to:

trigger a selection of at least one serving radio cell for a
user equipment, UE, connection based on the analysis
of the first and second performance data, the at least
one serving radio cell comprising one or more cells
from the at least one radio cell of the first radio net-
work and the at least one radio cell of the second radio
network.

2. The first controller of claim 1, wherein the inter-RAT
admission and mobility function is further configured to
assign the UE to the selected at least one serving radio cell.

3. The first controller of claim 1, wherein the selection of
the at least one serving radio cell, is based on a policy of
maintaining communication by the UE using the first RAT
unless one of a cell of the first RAT in which the UE operates
and a backhaul network is operating under a load that exceeds
a threshold.

4. The first controller of claim 1, wherein the data analyzer
is further configured to determine an allocation of one of
flows and bearers of the UE to at least one of the first RAT and
the second RAT based on an analysis of the first and second
performance data.

5. The first controller of claim 1, wherein the selection of
the at least one serving radio cell is based on a policy that is
communicated to the UE using a 3" generation partnership
project, 3GPP, Access Network and Selection Function,
ANDSF, located within one of the first controller and a sepa-
rate node.

6. The first controller of claim 1, wherein the first and
second performance data includes performance data of back-
haul resources of at least one of the first RAT and the second
RAT.

7. The first controller of claim 1, wherein the performance
data includes at least one of accessibility, retainability and
utilization characteristics of serving cells and target cells ofat
least the first RAT and the second RAT.

8. The first controller of claim 1, wherein the performance
data includes average throughput performance of each user
equipment, UE, using one of the first RAT and the second
RAT.

9. The first controller of claim 1, wherein the first controller
is located in one of a mobile management entity, MME, an
access controller, and a radio network controller, RNC, of the
first RAT.

10. The first controller of claim 1, wherein the first con-
troller is located in an Access Controller, AC, of the first RAT.
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11. The first controller of claim 1, wherein the first RAT is
37 generation partnership project, 3GPP, technology, and the
second RAT is WiFi technology.
12. The first controller of claim 1, wherein the first PMC
periodically issues a request for retrieving performance data
from one of another PMC and a PMC aggregator of at least
one node of one of the first RAT and the second RAT.
13. The first controller of claim 12, wherein a method to
retrieve performance data is a 3GPP Radio Access Network,
RAN, Information Management, RIM, protocol.
14. The first controller of claim 12, wherein the first PMC
samples performance data periodically, a periodicity of sam-
pling being less than a periodicity of analysis of the perfor-
mance data by the performance analyzer.
15. The first controller of claim 12, wherein transmission of
second performance data to the first PMC is triggered by an
event detected by the second controller of the second radio
access network.
16. The first controller of claim 15, wherein the triggering
event is one of improvement and degradation of performance
of one of the at least one radio cell of the first radio network
and the at least one radio cell of the second radio network.
17. A method of monitoring resources of a plurality of
different radio access technologies, RATs, the method com-
prising:
in a controller of a first radio access network:
collecting at a first performance monitoring collector,
PMC, of'the controller, first performance data relating
to a first radio cell operating according to a first RAT
of the plurality of RATs;

receiving at the first PMC, second performance data
from one of a second PMC and a PM aggregator, the
second performance data relating to a second radio
cell operating according to a second RAT of the plu-
rality of RAT's; and

analyzing the first and second performance data to
accomplish at least one of:

triggering selection of at least one serving radio cell for
a user equipment connection based on the analysis of
the first and second performance data, the at least one
serving radio cell comprising one or more cells from
the at least one radio cell of the first radio network and
the at least one radio cell of the second radio network.
18. The method of claim 17, further comprising assigning
the UE to the selected at least one serving radio cell.
19. The method of claim 17, wherein collecting the perfor-
mance data reports from one ofthe second PMC and the PMC
aggregator includes sending a request from the first PMC to
the one of the second PMC and the PMC aggregator.
20. The method of claim 17, wherein the first PMC is
located in one of a mobile management entity, MME, an
access controller, and a radio network controller, RNC, of the
first RAT.
21. A system for managing resources in a wireless com-
munication system having a plurality of radio access tech-
nologies, RATs, the system including:
a first controller comprising a first performance monitoring
collector, PMC, located at a first node of a first RAT and
configured to:
collect first performance data relating to a first radio cell
operating according to the first RAT; and

receive and collect second performance data from a sec-
ond PMC located at a second node of a second RAT,
the second performance data relating to a second
radio cell operating according to the second RAT, the
second RAT being different from the first RAT;
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the second PMC located at the second node of the second
RAT and configured to collect the second performance
data from the second radio cell and to transmit the sec-
ond collected performance data to the first PMC; and
a first analyzer configured to analyze the first and second
performance data to determine a serving radio cell to
serve a first user equipment, UE; and
a first inter-RAT admission and mobility function config-
ured to trigger selection of at least one first serving radio
cell for the first user equipment, UE, connection based
on the analysis of the first and second performance data,
the at least one first serving radio cell comprising one or
more cells from the at least one radio cell of the first
radio network and the at least one radio cell of the second
radio network.
22. The system of claim 21, further comprising:
a second controller comprising a second PMC located at
the second node of the second RAT and configured to:
collect the second performance data relating to the sec-
ond radio cell operating according to the second RAT;
and

receive and collect the first performance data from the
first PMC located at the first node of the first RAT, the
first performance data relating to the first radio cell
operating according to the first RAT;

a second analyzer configured to analyze the first and sec-
ond performance data to determine a serving radio cell
to serve a second user equipment; and
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a second inter-RAT admission and mobility function con-
figured to trigger selection of at least one second serving
radio cell for the second user equipment, UE, connection
based on the analysis of the first and second performance
data by the second analyzer, the at least one second
serving radio cell comprising one or more cells from the
at least one radio cell of the first radio network and the at
least one radio cell of the second radio network.

23. The system of claim 21, wherein first inter-R AT admis-

10 sion and mobility function is further configured to assign the
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first UE to the selected at least one serving radio cell.

24. The system of claim 21, wherein:

the first RAT is 3¢ generation partnership project, 3GPP,
technology and the first node is one of an evolved node
B, eNB, and a mobile management entity, MME; and

the second RAT is WiF1i technology and the second node is
one of an access controller and an access point.

25. The system of claim 21, wherein:

the first RAT is WiFi technology and the first node is one of
an access controller and an access point; and

the second RAT is 3’ generation partnership project,
3GPP, technology and the second node is one of an
evolved node B, eNB, and a mobile management entity,
MME.

26. The system of claim 21, wherein the first node is a radio

network controller, RNC, and the second node is an access
controller.



